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Table 1: Cronbach's Alpha Reliability Test Results

 

Construct Number of Items Cronbach's Alpha Interpretation 

Transparency 5 0.832 High reliability 

Interpretability 5 0.814 High reliability 

Satisfaction 4 0.780 Good reliability 

Trust 6 0.857 High reliability 

Source: Primary Data 

The Cronbach's alpha values for all constructs exceed the 

recommended threshold of 0.70, indicating that the survey 

items measuring these constructs are internally consistent 

and reliable. With a Cronbach's alpha of 0.832, the 

Transparency demonstrated high reliability, suggesting that 

the items effectively measure users' perceptions of AI 

system transparency. Interpretability construct with 

Cronbach's alpha of 0.814, reflected high internal 

consistency in assessing how well users understand AI 

system decisions and processes. The alpha value of 0.780 

for satisfaction had indicated good reliability, and had 

showed that the items reliably capture the user satisfaction 

levels regarding AI system interactions. Trust construct 

have recorded highest Cronbach's alpha value (0.857) and 

have highlighted very high reliability in measuring users' 

overall trust in AI systems.

Frequency Distribution Analysis of Demographics: 

Demographic profile of the respondents was analysed to 

provide insights into the sample characteristics. Below is 

the table for frequency distribution.

Table 2: Frequency Distribution of Demographics

 

Demographic Variable  Category Frequency (n = 500) Percentage  

Gender 
Male 260 52.0% 

Female 240 48.0% 

Age Group 

18–25 120 24.0% 

26–35 180 36.0% 

36–50 150 30.0% 

Above 50 50 10.0% 
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Demographic Variable  Category Frequency (n = 500) Percentage  

Sector 

Healthcare 165 33.0% 

Finance 170 34.0% 

Customer Service 165 33.0% 

Education Level 

Undergraduate 150 30.0% 

Graduate 250 50.0% 

Postgraduate and above 100 20.0% 

Source: Primary Data 

Table 3: Regression Analysis Statistics of Transparency Impact on Users' Trust in Human-AI Collaboration Systems

 

Model Summary 

Model R R² Adj. R² Std. Err. of Estimate  F-Value Sig. 

Transparency 0.521 0.271 0.269 0.484 113.85 < 0.001 

Regression Coefficients  

Variable  β Coefficient  Std. Error t-Value Sig. 

Transparency 0.512 0.048 10.67 < 0.001 

Constant 1.245 0.153 8.14 < 0.001 
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The R² value of 0.271 indicated that 27.1% of the variance 

in user trust is explained by transparency. The model is 

statistically significant (F = 113.85, p < 0.001), and 

suggested that the predictor variable, transparency, 

meaningfully contributes to explaining trust in AI systems. 

Transparency is a significant predictor of trust in AI systems 

(β = 0.512, p < 0.001). The positive β value indicates that 

higher levels of perceived transparency are associated with 

greater trust. For every unit increase in transparency, trust 

increases by 0.512 units. The ANOVA statistics had 

confirmed the model's statistical significance (F = 113.85, p 

< 0.001), indicating that the regression model fits the data 

well. The statistics of the regression analysis lead into 

acceptance of Hypothesis 1 i.e. “Transparency positively 

influences Trust in human-AI collaboration”, showing that 

transparency significantly and positively influences user 

trust in human-AI collaboration. Transparency explains a 

substantial portion of the variance in trust, emphasizing its 

critical role in enhancing users' trust for AI systems human-

AI collaboration.

Regression Analysis: Interpretability Significantly 

Influences User Trust in human-AI collaboration: In order 

to analyse the impact of interpretability over the trust of 

user for human-AI collaboration linear regression analysis 

was performed, results are hereunder:

 

ANOVA for Model Fit 

Source Sum of Squares df Mean Square F p-Value 

Regression 26.562 1 26.562 113.85 < 0.001 

Residual 71.265 498 0.143   

Total 97.827 499    

Source: Primary Data

Table 4: Regression Analysis Statistics of Interpretability Impact on Users' Trust in Human-AI Collaboration

 

Model Summary 

Model R R² Adj. R² Std. Err. of Estimate  F-Value Sig. 

Interpretability 0.563 0.317 0.316 0.465 230.85 < 0.001 

Regression Coefficients  

Variable  β Coefficient  Std. Error t-Value Sig. 

Interpretability 0.602 0.040 15.21 < 0.001 

Constant 0.957 0.129 7.42 < 0.001 

ANOVA for Model Fit 

Source Sum of Squares Df Mean Square F p-Value 

Regression 33.285 1 33.825 230.85 < 0.001 

Residual 72.502 498 0.146   

Total 106.327 499    

Source: Primary Data

The R² value of 0.317 indicated that 31.7% of the variance 

in trust is explained by interpretability. The high F-value 

(230.85) and its significance (p < 0.001) had confirmed that 

interpretability has a meaningful influence on users' trust 

for human-AI collaboration. Interpretability is a significant 

predictor of trust in human-AI collaboration (β = 0.602, p < 

0.001). A positive β coefficient suggested that an increase in 

interpretability is associated with a proportional increase in 

trust. For every unit increase in interpretability, trust 

increases by 0.602 units. The ANOVA statistics had 

confirmed the model's statistical significance (F = 230.85, p 

< 0.001), indicating that the regression model fits the data 

well. The statistics of the regression analysis lead into 

acceptance of Hypothesis 2 i.e. “Interpretability positively 

influences Trust in human-AI collaboration”, showing that 

interpretability significantly and positively influences user 
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Regression Analysis: Transparency Positively Influences 

Satisfaction with AI Systems: In order to analyse the impact 

of transparency over the users' satisfaction for AI systems 

linear regression analysis was performed, results are 

hereunder:

trust in human-AI collaboration. Interpretability explains a 

substantial portion of the variance in trust, emphasizing its 

critical role in enhancing users' trust for AI systems human-

AI collaboration.

Table 5: Regression Analysis Statistics of Transparency Impact on Users' Satisfaction with AI Systems

 

Model Summary 

Model R R² Adj. R² Std. Err. of Estimate  F-Value Sig. 

Transparency 0.591 0.349 0.336 0.452 267.94 < 0.001 

Regression Coefficients  

Variable  β Coefficient  Std. Error t-Value Sig. 

Transparency 0.592 0.036 16.37 < 0.001 

Constant 1.115 0.122 9.14 < 0.001 

ANOVA for Model Fit 

Source Sum of Squares Df Mean Square F p-Value 

Regression 34.792 1 34.792 267.94 < 0.001 

Residual 62.237 498 0.131   

Total 100.029 499    

Source: Primary Data

Transparency had explained a substantial portion of the 

variance in trust, emphasizing its critical role in enhancing 

users' satisfaction for AI systems.

Regression Analysis: Satisfaction Mediates the 

Relationship between Transparency and Trust in 

Human-AI Collaboration: To assess mediation, a 

stepwise regression analysis following Baron and Kenny's 

(1986) framework was performed, which involves three 

steps: 

 Regress Transparency on Trust (Direct Effect).

 Regress Transparency on Satisfaction.

 Regress both Transparency and Satisfaction on Trust 

(Testing Mediation).

Further, the Sobel test was also conducted to confirm the 

mediation effect statistically.

The R² value of 0.349 indicated that 34.9% of the variance 

in users' satisfaction with AI systems is explained by 

transparency. The F-value of 267.94 (p < 0.001) showed 

that the model is highly statistically significant. 

Transparency is a significant predictor of satisfaction with 

AI systems (β = 0.592, p < 0.001). A positive β coefficient 

suggested that higher transparency leads to greater 

satisfaction. Specifically, for every unit increase in 

perceived transparency, satisfaction increases by 0.592 

units. The ANOVA statistics had confirmed the model's 

statistical significance (F = 267.94, p < 0.001), indicating 

that the regression model fits the data well. The statistics of 

the regression analysis lead into acceptance of Hypothesis 3 

i.e. “Transparency positively influences Satisfaction with 

AI systems”, showing that transparency significantly and 

positively influences users' satisfaction in AI systems. 

Table 6: Regression Analysis Statistics of Measuring the Mediating Role of Satisfaction for Relationship between 
Transparency and Trust in Human-AI Collaboration

 

Model Summary (Transparency  Trust)  

Model R R² Adj. R² Std. Err. of Estimate  F-Value Sig. 

Transparency 0.512 0.262 0.260 0.471 113.83 < 0.001 

Model Summary (Transparency  Satisfaction) 

Model R R² Adj. R² Std. Err. of Estimate  F-Value Sig. 

Transparency 0.592 0.350 0.349 0.452 267.94 < 0.001 
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The Transparency � Trust (Direct Effect) model evaluated 

the direct influence of transparency on trust in human-AI 

collaboration. With an R-value of 0.512, the model 

indicated a moderate positive correlation between 

transparency and trust. The R² value of 0.262 suggested that 

transparency accounts for 26.2% of the variance in users' 

trust. The F-statistic of 113.83 (p < 0.001) indicated that the 

model is statistically significant, confirming the predictive 

relevance of transparency. The regression coefficient (β = 

0.512, p < 0.001) demonstrates that transparency has a 

substantial and positive impact on trust. 

Further, the Transparency � Satisfaction model examined 

the effect of transparency on users' satisfaction. The R-

value of 0.592 suggested a stronger positive correlation 

compared to the transparency-to-trust model. An R² of 

0.350 indicated that 35% of the variance in satisfaction is 

explained by transparency, highlighting its importance in 

user satisfaction with AI systems. The F-value of 267.94 (p 

< 0.001) further supported the model's significance. 

Transparency's regression coefficient (β = 0.592, p < 0.001) 

had confirmed a significant positive influence, affirming 

that transparency directly enhances user satisfaction. 

Transparency and Satisfaction � Trust (Testing Mediation) 

model incorporated satisfaction as a mediating variable 

between transparency and trust. The combined model 

achieved a higher R-value of 0.648, indicating a stronger 

correlation when satisfaction is included. An R² of 0.420 

revealed that 42% of the variance in trust is explained by 

both transparency and satisfaction, demonstrating 

improved explanatory power. The F-value of 179.88 (p < 

0.001) confirms the statistical significance of the model. 

Regression coefficients for transparency (β = 0.289, p < 

0.001) and satisfaction (β = 0.376, p < 0.001) highlighted 

substantial contribution of both variables. While 

transparency continues to have a direct positive effect on 

trust, the inclusion of satisfaction significantly strengthens 

 

Model Summary (Transparency and Satisfaction  Trust (Testing Mediation))  

Model R R² Adj. R² Std. Err. of Estimate  F-Value Sig. 

Transparency + 
Satisfaction 

0.648 0.420 0.418 0.430 179.88 < 0.001 

Regression Coefficients (Transparency  Trust)  

Variable  β Coefficient  Std. Error t-Value Sig. 

Transparency 0.512 0.048 10.67 < 0.001 

Constant 1.245 0.153 8.14 < 0.001 

Regression Coefficients (Transparency  Satisfaction) 

Variable  β Coefficient  Std. Error t-Value Sig. 

Transparency 0.592 0.036 16.37 < 0.001 

Constant 1.115 0.122 9.14 < 0.001 

Regression Coefficients (Transparency & Satisfaction  Trust)  

Variable  β Coefficient  Std. Error t-Value Sig. 

Transparency 0.289 0.051 5.67 < 0.001 

Satisfaction 0.376 0.044 8.55 < 0.001 

Constant 0.872 0.145 6.01 < 0.001 

Source: Primary Data

Table 7: Sobel Test Statistics - Summary of Mediation Analysis

 

Path Effect Type  β Coefficient  p-Value 

Transparency  Trust Direct Effect 0.512 < 0.001 

Transparency  Satisfaction Direct Effect 0.592 < 0.001 

Transparency  Satisfaction  Trust Indirect Effect 0.223 < 0.001 

Source: Primary Data
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transparency in directly fostering trust and indirectly 

strengthening it by ensuring user satisfaction, emphasizing 

the critical role of user-centric design in building trust in AI 

systems. Hence, Hypothesis 4 i.e. “Satisfaction mediates 

the relationship between Transparency and Trust in human-

AI collaboration”, is accepted.

Regression Analysis: Satisfaction Positively Influences 

Trust in Human-AI Collaboration: To statistically 

determine the impact of user satisfaction on users' trust in 

human-AI collaboration linear regression analysis was 

performed, results are hereunder:

the model. 

The mediation analysis revealed that transparency 

significantly impacts trust in AI systems both directly (β = 

0.512, p < 0.001) and indirectly through satisfaction (β = 

0.223, p < 0.001). Additionally, transparency strongly 

influences satisfaction (β = 0.592, p < 0.001), highlighting 

its role in enhancing user satisfaction. The significant 

indirect effect demonstrates that satisfaction partially 

mediates the relationship between transparency and trust, 

amplifying the overall impact of transparency on trust. 

These findings underscore the dual importance of 

Table 8: Regression Analysis Statistics of Impact of Users' Satisfaction on Users' Trust in Human-AI Collaboration

 

Model Summary 

Model R R² Adj. R² Std. Err. of Estimate  F-Value Sig. 

Satisfaction 0.642 0.412 0.401 0.434 348.63 < 0.001 

Regression Coefficients  

Variable  β Coefficient  Std. Error t-Value Sig. 

Satisfaction 0.642 0.034 18.67 < 0.001 

Constant 1.029 0.123 8.37 < 0.001 

ANOVA for Model Fit 

Source Sum of Squares Df Mean Square F p-Value 

Regression 65.932 1 65.932 348.63 < 0.001 

Residual 93.768 498 0.188   

Total 159.700 499    

the variation in trust is significantly explained by 

satisfaction. The regression sum of squares (65.932) 

accounts for a substantial portion of the total variance 

(159.700), further supporting the strong relationship 

between satisfaction and trust in human-AI collaboration. 

These results strongly support Hypothesis 5 i.e. 

“Satisfaction positively influences Trust in human-AI 

collaboration”, and confirming that higher satisfaction 

levels positively influence trust in AI systems.

Regression Analysis: Transparency and Interpretability's 

Impact on Users' Trust across Sectors: The analysis 

involves regression analyses for each sector (Healthcare, 

Finance, and Customer Service) followed with the 

comparison of the results to identify differences in the 

strength of the relationships results are hereunder:

The regression analysis of Impact of Users' Satisfaction on 

Users' Trust in Human-AI Collaboration demonstrated that 

satisfaction has a strong positive influence on trust in 

human-AI collaboration. The model shows an R-value of 

0.642, indicates a strong correlation between satisfaction 

and trust. The R² value of 0.412 suggested that 41.2% of the 

variance in trust is explained by satisfaction alone, 

highlighting its significant contribution to trust-building. 

The F-value of 348.63 (p < 0.001) confirms the model's 

overall significance. The regression coefficient for 

satisfaction (β = 0.642, p < 0.001) indicates substantial and 

statistically significant positive impact on trust, with every 

unit increase in satisfaction leading to a corresponding 

0.642 increase in trust. The ANOVA statistics confirmed 

that the regression model is highly significant, with an F-

value of 348.63 and a p-value of < 0.001. This indicates that 

Source: Primary Data
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The regress ion  ana lys is  of  Transparency  and 

Interpretability's Impact on Users' Trust across Sectors 

demonstrated that the impact of transparency and 

interpretability on users' trust is stronger in healthcare and 

finance sector compared to customer service sector. The 
2

model summary revealed higher R  values for healthcare 

(0.494) and finance (0.511), indicating that 49.4% and 

51.1% of the variance in trust, respectively, are explained 

by transparency and interpretability. In contrast, customer 
2 

service showed a lower R value of 0.374, explaining only 
2

37.4% of the variance in trust. Furthermore, the adjusted R  

and significant F-values (ß<0.001) across all sectors 

confirmed the models' robustness, with healthcare and 

finance displaying better model fit compared to customer 

service. Regression coefficients indicated that both 

transparency and interpretability are significant predictors 

of users' trust in all three sectors. In healthcare, 

interpretability (ß=0.425, R<0.001) has a slightly stronger 

influence on users' trust than transparency (ß=0.371, 

R<0.001). Similarly, in finance, interpretability (ß=0.446, 

R<0.001) has stronger effect than transparency (ß=0.396, 

R<0.001). However, in customer service, the effects of 

transparency (ß=0.285, R<0.001) and interpretability 

(ß=0.328, R<0.001) are weaker, indicating reduced 

influence compared to the other sectors. The ANOVA 

results supported the acceptance of Hypothesis 6 i.e. “The 

 Table 9: Regression Analysis Statistics of Transparency and Interpretability's Impact on Users' Trust across Sectors

 

Model Summary 

Sector R R² Adj. R² Std. Err. of Estimate  F-Value Sig. 

Healthcare 0.703 0.494 0.489 0.411 55.47 < 0.001 

Finance 0.715 0.511 0.506 0.392 59.50 < 0.001 

Customer Service 0.612 0.374 0.369 0.482 39.83 < 0.001 

Regression Coefficients  

Sector Variable  β Coefficient  Std. Error t-Value Sig. 

Healthcare 

Transparency 0.371 0.062 5.98 < 0.001 

Interpretability 0.425 0.058 7.33 < 0.001 

Constant 1.028 0.184 5.58 < 0.001 

Finance 

Transparency 0.396 0.058 6.83 < 0.001 

Interpretability 0.446 0.055 8.11 < 0.001 

Constant 0.947 0.174 5.44 < 0.001 

Customer Service Transparency 0.285 0.071 4.01 < 0.001 

Interpretability 0.328 0.067 4.90 < 0.001 

Constant 1.217 0.199 6.12 < 0.001 

ANOVA for Model Fit 

Sector Source Sum of Squares df Mean Square F-Value Sig. 

Healthcare 

Regression 41.28 2 20.64 55.47 < 0.001 

Residual 60.15 162 0.371   

Total 101.43 164    

Finance 

Regression 43.21 2 21.61 59.50 < 0.001 

Residual 58.76 162 0.363   

Total 101.97 164    

Customer 
Service 

Regression 33.35 2 16.68 39.83 < 0.001 

Residual 68.10 162 0.420   

Total 101.45 164    

Source: Primary Data
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(0.321) and finance (0.341) are lower, explaining only 

32.1% and 34.1% of the variance in trust, respectively. 

These findings suggests that satisfaction plays a more 

significant role in shaping trust of users working in 

customer service sector. The adjusted R² values and 

significant F-values (P<0.001) across all sectors confirm 

the robustness of the models, with customer service 

showing the best fit, followed by finance and healthcare. 

The regression analysis of users' satisfaction's impact on 

their trust across sectors (Healthcare, Finance, and 

Customer Service) demonstrated that satisfaction has a 

stronger influence on trust in the customer service sector 

compared to healthcare and finance. The model summary 

revealed the highest R² value for customer service (0.426), 

indicating that 42.6% of the variance in trust is explained by 

satisfaction. In comparison, the R² values for healthcare 

Table 10: Regression Analysis Statistics of Satisfaction's Impact on Users' Trust across Sectors

better model fit and stronger relationships in the healthcare 

and finance sectors.

Regression Analysis: Satisfaction's Impact on Users' Trust 

across Sectors: The analysis involves regression analyses 

for each sector (Healthcare, Finance, and Customer 

Service) followed with the comparison of the results to 

identify differences in the strength of impact of satisfaction 

on user' trust across sectors, results are hereunder:

impact of Transparency and Interpretability on Trust is 

stronger in healthcare and finance than in customer 

service”, which posits that the impact of transparency and 

interpretability on users' trust is stronger in healthcare and 

finance sector than in customer service sector. The F-values 

for healthcare (ß=55.47, R<0.001) and finance (ß=59.50, 

R<0.001) are significantly higher than for users' of 

customer service (F=39.83, p<0.001) sector, and indicates 

 

Model Summary 

Sector R R² Adj. R² Std. Err. of Estimate  F-Value Sig. 

Healthcare 0.567 0.321 0.317 0.488 75.97 < 0.001 

Finance 0.584 0.341 0.338 0.472 84.10 < 0.001 

Customer Service 0.653 0.426 0.423 0.430 119.80 < 0.001 

 

Sector Variable  β Coefficient  Std. Error t-Value Sig. 

Healthcare 
Satisfaction 0.567 0.065 8.71 < 0.001 

Constant 1.024 0.151 6.78 < 0.001 

Finance 
Satisfaction 0.584 0.063 9.17 < 0.001 

Constant 0.988 0.145 6.82 < 0.001 

Customer Service Satisfaction 0.653 0.059 11.34 < 0.001 

Constant 0.905 0.139 6.51 < 0.001 

ANOVA for Model Fit 

Sector Source Sum of Squares df Mean Square F-Value Sig. 

Healthcare 

Regression 37.41 1 37.41 75.97 < 0.001 

Residual 78.85 163 0.484   

Total 116.26 164    

Finance 

Regression 39.69 1 39.69 84.10 < 0.001 

Residual 76.58 163 0.470   

Total 116.27 164    

Customer 
Service 

Regression 49.58 1 49.58 119.80 < 0.001 

Residual 66.74 163 0.410   

Total 116.32 164    
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The regression coefficients further emphasize the stronger 

impact of satisfaction on trust in customer service sector, 

where the β coefficient is 0.653, compared to healthcare (β 

= 0.567) and finance (β = 0.584) sector. This suggests that 

for users working in customer service sector, an increase in 

satisfaction leads to a greater improvement in the trust. The 

ANOVA results support the acceptance of Hypothesis 7 i.e. 

“Satisfaction has a stronger influence on Trust in customer 

service compared to healthcare and finance”, which posits 

that satisfaction has a stronger influence on trust of users of 

customer service sector than to the users of healthcare and 

finance sectors. The F-values for customer service (F= 

119.80, P<0.001) are significantly higher than those for 

healthcare (F= 75.97,P<0.001) and finance (F= 

84.10,P<0.001), indicating a stronger relationship between 

satisfaction and trust for the users of customer service 

sector.

Conclusion And Contribution 

This research had provided a comprehensive exploration of 

the dynamics of Transparency, Interpretability, 

Satisfaction, and Trust in human-AI collaboration, 

focusing on three key sectors: healthcare, finance, and 

customer service. The findings are closely aligned with the 

research objectives, offering a nuanced understanding of 

trust-building mechanisms and their sector-specific 

variations. Transparency had been emerged as a critical 

factor positively influencing trust, with a direct effect size 

of β = 0.512 (p < 0.001). This underscores the importance of 

clear, ethical, and comprehensible AI processes in fostering 

user trust. Sector-specific analysis revealed that the 

influence of transparency on trust is more pronounced in 
2 healthcare and finance, evidenced by higher R values 

(healthcare = 0.494, finance = 0.511) compared to customer 
2 service (R = 0.374). Similarly, interpretability significantly 

enhances trust, with a direct effect size of β = 0.602 (p < 

0.001). The impact of interpretability is particularly strong 

in healthcare and finance, where comprehensibility of AI 

outputs is essential for decision-critical tasks.

Satisfaction plays a pivotal role in mediating the 

relationship between transparency and trust, amplifying the 

influence of transparency on trust (direct effect = β = 0.512, 

indirect effect = β = 0.223). This highlights the importance 

of satisfaction as a key construct in building trust in AI 

systems. Furthermore, sector-specific differences in trust 

dynamics were observed. Transparency and interpretability 

had a stronger impact on trust in the high-stakes contexts of 

healthcare and finance, while satisfaction was a more 

significant predictor of trust in customer-facing 

applications like customer service (customer service β = 

0.653; healthcare β= 0.567; finance β = 0.584). These 

findings underscore the need for tailored strategies to 

enhance trust based on sector-specific requirements.

This research had made a significant theoretical and 

practical contributions. It had enriched existing trust 

frameworks by incorporating sector-specific insights into 

roles of transparency, interpretability, and satisfaction in 

human-AI collaboration. These findings provide actionable 

recommendations for AI system designers and 

policymakers, emphasizing the prioritization of 

transparency and interpretability in healthcare and finance, 

while focusing on user satisfaction in customer service. 

Moreover, the study highlighted the need for customized 

trust-building strategies that align with the operational, 

ethical, and decision-critical requirements of different 

sectors. By addressing its objectives and validating the 

hypotheses, this research had advanced understanding of 

trust dynamics in human-AI collaboration and provides a 

robust foundation for future investigations and practical 

applications in AI system design and deployment.
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